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Chapter 1

The Nature of Generative Syntax

People have a variety of conceptions of exactly what syntax is about. The one promoted in this
book is that it is about the question of where the ‘structure’ in meaning comes from. To see what

this means, consider this sentence:
(1) The large dog chased the small cat.

The meaning of this sentence is partly determined by what the words in it mean, but the order of
words also matters, since if you change the order, the meaning changes too. These changes seem
to have something to do with what properties are attributed to what individuals (whether the cat is
large or the dog is, for example), and what relationships are said to hold between these

individuals (is the dog chasing the cat, or the other way around).

One of our questions is then how this sort of structural information is conveyed in English.
Another is what kinds of systems for conveying it exist in other languages.. In the Warlpiri
language of Central Australia, for example, the words in a sentence can come in a wide variety of
orders (though there are some restrictions). An approximate translation for the English sentence
above is:

(2) b. Wita wajilipungu maliki-rli ngaya wiri-ngki.
small chased dog cat  large

large dog chased small cat

The second line indicates the approximate meaning of each Warlpiri word, the third the meaning
of the whole sentence. Notice that although the words meaning ‘dog” and ‘large’ are describing
the same individual, they are separated by the word meaning ‘cat’, which is describing a different
individual. Likewise, the words for ‘small’ and ‘cat’ are separated, although they too are

describing the same individual.

This is because the actual order of words in a Warlpiri sentence does not contribute much to
the structure of the meaning, this function being taken over by endings on words. Here the rli
ending on malikirli and the ngki ending on wiringki serve to indicate that th'es:: words describe
the ‘doer’ or ‘initiator’ of the action (such forms are called ‘case-markers’). wita small and
ngaya cat on the other hand have no ending, indicating that they are not the ‘doer/initiator’. The

meaning of this sentence could in fact by conveyed by any of the 120 possible rearrangements of

1
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the words in it (although some of these rearrangements would have additional meanings as well).

Warlpiri and English are rather different in their approach to structuring meaning. This
raises the question of whether every language has to be taken completely on its own, or whether
there are principles that can be found that apply to all of them. There is a compelling argument
that there must be some common clement to linguistic structure, which is that children learning
their native language manage to acquire the basics in about six years or so (though acquisition of
some of the fine points continues into the teens, and skill in usage can develop indefinitely
throughout life). This is very impressive, given that scholars working over a period of more than
two thousand years have not managed to produce a complete and precise description of any
naturally spoken language (the nearest approximation to such a description is Panini’s grammar

of Sanskrit, developed in Ancient India).

If children could not rely on some kind of built in expectations as to what a human language
can be like, it is hard to see how they could acquire languages so much faster than adults can
work out descriptions of them. Working out what this common ingredient is that enables
languages to be learned so fast provides a second and subtler level of questions for syntax to
investigate, which are the subject matter of what is called universal grammar, the theory of what
is common to the grammars of all languages, as opposed to the particular grammars of individual
languages.

In the case of Warlpiri and English, it appears that both are employing a similar system of
abstract relationships between words and groups of words, whereby these are taken as going
together to describe individuals, which are then placed in relationships to each other (these ideas
will be developed more precisely in the next chapter). But the two languages are using quite
different means to code them—word order on the one hand, case-marking on the other. In
general, the nature of abstract structural relationships seems o vary considerably less between
languages than do the overt means used to express them, though these too seem to fall into a

limited number of types.

This view of syntax has been with us for a long time. But generative syntax differs from
other and older approaches in that it attempts to describe languages with something approaching
(though often not attaining) mathematical precision. There are various motivations for this,
which will be explained gradually as the book proceeds. Perhaps the most important one is the
belief that only in this way can general ideas about the nature of language be formulated sharply
enough for their deficiencies to be clearly identified and remedied. We will in fact see a number
of cases where the degree of precision sought in generative grammar has enabled people to sort

out issues that were handled quite poorly by traditional and pre-generative grammarians.

This drive toward precision is clearly good for some applications, such as programming

computers to communicate in natural human languages, but less obviously good for others, such
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as writing descriptions of languages that are to be used by people. A strictly generative
description of a language is rather unpleasant reading material. But doing generative grammar
has led to the development or refinement of many organizational concepts that are helpful in
understanding how languages work, and which can consequently play a useful role in formulating
and organizing descriptions of languages. These concepts also provide some promise (although
not yet much more than that), for relating the principles of linguistic organization to those found

in other areas, such as vision and the coordination of motion.

Finally, a brief discussion on how generative syntax is usually presented. Students
sometimes expect a textbook to consist of a series of true assertions, lined up in a row, so that
when you have learned them all, you are supposed to know the subject, and will hopefully be able
to pass the exam. Generative syntax books are not organized in this way. Instead, a variety of
approaches to a problem may be introduced, developed and discarded before a final choice is
made. Knowing why the discarded approaches were rejected is just as important as knowing why

the final approach was accepted.

There are a number of reasons for this. One is that grammatical systems are complicated
patterns in large and complex bodies of data, which are best introduced gradually. It is therefore
reasonable to begin with small selections from this data, and relatively simple ideas that are
adequate for them. The ideas are then progressively revised as more data is introduced. Another
is that generative grammar is primarily a field for research rather than direct practical application,
and furthermore one in which there are many unsettled questions even at a fairly elementary
level. Since learning to choose between alternatives is an essential aspect of research, one might

as well get used to it from the start.

Finally, the sorts of applications that there are tend to require compromises between strictly
linguistic merits and other criteria. To make these compromises intelligently, one must
understand the advantages and limitations of a variety of different methods of syntactic
description. For example, the limitations of a ‘word-class grammar’, briefly discussed at the end
of chapter 3., would probably not be serious if the application were communication with an
adventure-game program, and might be compensated for by the simplicity of this approach. But
they would probably be crippling for a more demanding application, such as communicating with
a database system. Tuming to more humanistic applications, ‘phrase-structure grammar’
(chapters 2 and 3) would probably provide a preity good organizational framework for a
comprehensive grammar of Irish, but not for one of Warlpiri, which would require methods such
as those of chapter 5. and beyond. Someone familiar with a range of different approaches will be

better equipped to choose or devise one that is most suitable for the task at hand.
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Further Reading and Discussion

Although generative :+:iax is only about thirty five years old (and didn’t have all of iis
major themes spelled out rcasonably clearly in writing until the mid sixties (Chomsky 1964;
1965)), syntax itself is much older. The first Western work on grammar that is still of discernable
influence to day is the studies of Greek and Latin by classical grammarians such as Priscian and
Dionysius Thrax. They worked out certain concepts that are fundamental to syntax, ‘parts of
speech’ (word-classes, to be developed in chapter 2.) and ‘grammatica! features’ (chapter 4.), but
do not appear to have achieved much understanding of how words are put together into sentences,

which is the subject-matter of syntax.

During the middle ages and later, classical grammar evolved into ‘traditional grammar’,
which achieved a considerable degree of understanding of syntax, developing concepts such as
‘phrase’, ‘clause’, ‘subject’, ‘object’, etc. Perhaps the most eminent and insightful traditional
grammarian of the 20th century was Otto Jespersen, whose monumental (1944) grammar of
English is still required reading when one starts to study any area of English syntax that it covers.
From a contemporary viewpoint, the main problems with traditional grammar were its intuitive
and rather vague conceptual bases, and fact that it was based on almost entirely on experience
with a small number of rather similar (classical and modem European) languages. Franz Boas’
(1911) Introduction to the Handbook of America Indian Languages can be regarded as an rather
successful attempt to present the basic organizational concepts of traditional grammar, while

stripping them of overly parochial assumptions.

The vagueness and parochialism of traditional grammar was to countered to a considerable
extent by the structuralist linguists of the twentieth century (who in the United States were all
students of Boas in one way or another). The syntax chapter in Leonard Bloomfield’s (1933)
introduction to linguistics, Language, presents an informal although fairly rigorous version of the
‘phrase-structure’ grammar we will be developing in the next section, supplemented by some
somewhat less well-defined extensions. Zellig Harris’ (1946) presentation of phrase-structure is
also quite note worthy, and his conception of ‘transformationa analysis’ (1957) had a substantial

influence on his student Noam Chomsky, who founded generative grammar.

Generative grammar can be regarded as a kind of souped-up structuralism. Structualist
linguists assumed that they basically understood linguistic organization pretty well to begin
with—it ‘just’ was a matter of identifying the relevant linguistic units, and describing that
pattemns in which these units would occur. They thought they knew what kinds of units were
relevant to syntax (essentially, phrases), and what kinds of principles described the arrangements
of these units (essentially, the phrase-structure rules of the next chapter, with some extensions).
All that was needed to complete syntactic theory was to provide methods whereby one could

examine the data of a language and extract the phrase-units and their distributional patterns (one
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senses in the literature of the period a lingering survival of Victorian scientific arrogance, and a
happy confidence that it was pretty obvious what kinds of organization concepts were appropriate
to describing language).

But Chomsky’s study of syntax convinced him that the structuralist’s conception of
linguistic organization was grossly inadequate, and that the basic nature of the units and
distributional patterns, which the structuralists largely took for granted, was exactly what had to
be determined first, before one started to worry about developing rigorous methods of analysis.
He also developed powerful new concepts and techniques for investigating these kinds of
questions, which we will gradually develop in the following chapters. A fundamental and
initially somewhat confusing feature of the whole approach is that great deal of attention is

devoted to the issue of how to tell when an idea about grammatical organization is not working.

The first widely distributed study of generative grammar was his Syntactic Structures
(1957), and the mature exposition of the approach was Aspects of the Theory of Syntax (1965).
Subsequent work has seen great changes in the technical details, as well as substantially clearer
expositions of the general ideas (such as in his Knowledge of Language (1986)), but no truly
fundamental changes. Generative grammar is still controversial, and there is a considerable
literature, both pro and con, on its nature and merits. See Newmeyer (1983, 1986) for some

recent postively oriented discussion, Carling and Moore (1982) for some dissent.
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Chapter 2

Phrase Structure

In the previous chapter, we said that the goal of syntax was to figure out where the structure in
meaning came from. Another way of putting this is to say that the goal is to find out what
determines how the meanings of the words in a sentence are put together to yield the meanings of
the whole. To work begin working through the problem in greater detail, consider the following

example sentence:
(1) The grey cat chased the brown dog.

We can easily see that the meaning of the whole sentence is more just the meanings of the words
in it, tossed together in a heap. grey and brown for example indicate colors, while car and dog
indicate kinds of animals. But the sentence doesn’t just say that there is a cat and a dog, and
something grey and something brown. It says that the cat is grey and the dog is brown, but not
the other way around. In other words, grey and car seem to be describing one individual, brown
and dog another. Similarly, chased seems to indicate a particular type of action, where one
individual is moving quickly, and another is moving behind it, trying to catch it. But the sentence
doesn’t just tell us that there was a chase—it tells us that the cat was the individual following and

trying to catch, while the dog was the one being pursued.

And it furthermore should be clear that it is the order of the words that is conveying this
‘structural’ information. For example, if we switch the places of grey and brown, to get The
brown cat chased the grey dog, the cat becomes brown and the dog grey. If we then swap the
brown cat and the grey dog, getting the grey dog chased the brown cat, then the cat and the dog
switch roles in the chase. So what we will be studying is how this kind of ‘information
structuring’ happens, and what the principles regulating it are. We will now begin to develop an
idea which we will stick with in some form for the duration, though there will be many

modifications and additions.
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2.1. Word classes and Phrases

Here is a possible theory about what is going on in (1)
(2) Rudimentary Grammar:
1. Every sentence contains a word describing an action (a verb).
2. The words in front of the verb describe one participant in this action.

3. The words behind the verb describe the other, if there is one (consider the
dog barked).

It is easy to see that (2) has a lot of problems—so many that it is not easy to decide where it is
best to begin picking it apart.
To begin with, note that there are verbs where there are three individuals involved in the
action, two of them described by material after the verb:
(3) a. The tall man gave the young child an old toy.
b. The small child gave the young dog a large bone.
But it is just as clear with these sentences as with the earlier ones which words go together to
- describe the same entity. So we need a more sophisticated concept than just occurring before or

after the verb to organize our descriptions of individuals.

We can get an idea of what this something might be by pursuing another angle of attack on
(2), which is that it is obviously far too permissive—the principles governing sentence
construction are much more specific than 2 and 3. For example, if we alter the order of the words
describing individuals in (1), we get results that are clearly not sentences of English (although one
might be able to make some kind of sense out of them, if they were spoken or written by a
foreigner):
(4) a. *grey the cat chased the brown dog.
b. *the grey cat chased the dog brown.
¢. *cat grey the chased brown the dog.
The asterisks in front of these sentences indicate that there is something wrong with them as
sentences of English. The problem here seems to be that the individual-describing words are of
various different kinds, each of which must appear in a different position in the description of an
entity.
First comes the, and in its place can also appear certain other words, such as a, this and that:

(5) a. The dog barked.
b. A dog barked.
¢. This dog barked.
d. That dog barked.

We don’t seem able to get two of these words together:
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(6) a. *The this dog barked.
b. *That a dog barked.
Neither, with the sorts of words that we have been using, can we omit them entirely:
(7 a. *dog barked.
b. *cat chased grey dog.

But note that these sentences are quite easy to understand, and feel far less non-English than (4)

and (6). So whatever kind of principle they are violating, it may well be different in nature.

This class of words are called determiners, and seem to not only have a specific position of
appearance, but also a special semantic function. To geta feel for what that is, compare:

(8) a. The dog barked.

b. A dog barked.

The first sentence tells us that a dog that we are already supposed to know about barked. We
might know about this dog because it was mentioned earlier in the conversation, or for some
other reason, but at any rate, we are supposed to already be familiar with it. The second on the
other hand makes no claim of this kind—there needn’t be any dog previously known, nor any
prior indication that a dog would come into the story. These determiners are thus giving us
information about how individuals are connected to our previous knowledge, namely, whether
they are supposed to be in it or not. This and that are somehat similar. In one of their simpler
uses (this dog barked, that cat yowled), they indicate that an individual is available to be
observed, either in the vicinity of the speaker (this) or further away (that), indicating in effect that
one can get to know about an individual by looking somewhere. They have many other uses
beyond this, but they all seem to be ways of indicating how an individual is connected to
preexisting or attainable knowledge. Due 10 their connection with pointing and showing, they are

called demonstratives.

Coming after the determiners we find words such as grey, small, young, etc., which we call
adjectives. ‘A striking difference between these and the determiners is that there can be more
than one of them:

(9) The small grey dog chased the large old brown cat.
You should experiment by putting various combinations of adjectives into the some of the
sentences above (you may well notice that there are strong restrictions on which combinations
seem natural).

And last come word‘s such as dog, child, bone, etc., called nouns. There can only be one

noun, and it must come after rather than before any adjectives:
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(10) a. *The grey dog cat barked.
b. *The cat brown yowled.
¢. *The large child chased a dog small.
And, as you may well have noticed, there don’t have to be any adjectives:
(11) a. The dog ran.
b. A child chased the cat.
¢. The child gave the man a pebble.

Although nouns and adjectives are fairly easy to distinguish in terms of where they can appear, it
is not so easy to come up with a good account of what, if any, difference in meaning there is
between them. One might think of saying something along the lines of ‘adjectives indicate
properties or attributes of individuals, while nouns indicate kinds of individuals’, and in fact it
seems likely that something along these lines is not too far from the truth. But, as it stands, this
formulation is just too vague to be useful. How, for example, can we tell what is supposed to be a
‘property’ or ‘attribute’ on the one hand, and a ‘kind’ on the other? Why can’t we have a ‘kind’
of grey things, and an ‘attribute’ of being a dog? We will thus not at this point attempt to set up
any systematic meaning distinction between noun and adjectives, regarding them as purely
structural categories. In the final section of this chapter we will discuss the nature of the semantic

affiliations of syntactic categories.

We can now give a fairly precise description of the combinations of words that describe an
individual. First there’s a determiner, then any number of adjectives, including none (though not
all combinations sound natural), and finally, a noun. Symbolizing our three word-classes as Det,

Adj and N, respectively, we can summarize this in a structural formula:
(12) Det (Adj)* N

where the * after the parenthesized Adj indicates that this item can appear any number of times,
including zero. Our claim is that a series of words must meet this formula in order to be taken as

a description of an individual.

This provides an answer to the question of how we get two individual descriptions out of
the postverbal material in sentences with verbs like give. Repeating (3a) for convenience, and
writing the class of each word undemeath it, we can see that the postverbal material splits into

two sequences that fit the formula. These are set off with vertical bars:

(13) The tall man | gave | the young child | an old toy.
Det AN |V |Det Adf N |Det Adj N
Our entity-describing sequences seem to be formed in accord with rules that say how words
of various classes can be combined. There appear to be further rules prescribing how the
sequences themselves can be combined. We cannot for example put the verb after the second
Det Adj N sequence:
10
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(14) *The tall man the young child gave an old toy.
Neither can we put it at the beginning, or in the middle of one of the individual-descriptions:

(15) a. *Chased the cat the dog.
b. *The cat the small chased dog.
We thus seem to have rules telling us how we can combine the descriptive sequences with other
kinds of words to form sentences. To help talk about these rules we will give the sequences
describing individuals a name, calling them noun phrases, symbolized as NP. (12) is thus a

structural formula for NPs.

What sorts of sentence patterns are there? As a preliminary statement, we seem to find an
NP, a verb, and then some more NPs, although things are really a lot more complicated than that.
One of these complexities is that different verbs seem to occur with different numbers of NPs.
Bark, for example, takes just one:
(16) a. The dog barked.
b. *The dog barked the cat (the horse).
(The parentheses indicate that the example is to be taken both with the parenthesized material
present and with it absent.) Chase, on the other hand, requires two:
(17) a. *The dog chased.
b. The dog chased the cat.
c. *The dog chased the cat the child.
But give can appear with all three patterns:
(18) a. The man gave.
b. The man gave a dog.
¢. The man gave a dog a bone.
But there are other three NP verbs that require all three NPs to be present:
(19) a. *The boy handed.
b. *The boy handed the girl.
¢. The boy handed the girl a toy.
We thus seem to have three types of verbs, with some verbs able to be of more than one type.
Following tradition, we will call the verbs that take two NPs transitive (perhaps on the
basis that they present an action a going across, or ‘transiting’ from one individual to another),

those with one NP intransitive, and those with three ditransitive. For the moment, these types

will be symbolized as Vy, V,, and Vy, respectively. We can now produce a structural formula for

sentences:

11
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0) v,
S - NP{V, NP
\ NP NP

it
In this formula, the curly brackets indicate that there is a free choice between what is on the lines
enclosed in the brackets (sometimes the options are separated by parentheses or vertical bars,

instead of being put on separate lines).

(12) and (20) simultaneously describe certain combinations of words as ‘acceptable’ or
‘grammatical’ sentences, and impose a kind of structure on the grammatical sentences which
clearly has a lot to do with how they are understood. These structures can be represented by tree

diagrams such as these:

@1)
,/7’?\

NP \Y%73 NP
D{:t Adj I\lI gave D\et Aiij N D\et Adj 1\{
{
the tall man the young child an old toy
This diagram describes the sentence as having ‘top level parts’, or ‘immediate constituents’
consisting of an NP, a V,, and two more NPs. Then these parts are described as consisting of a

Det, and Adj and an N in that order.

The relationship between these diagrams and the semantics should be fairly clear: the NPs
correspond to individuals, the contents of the NPs describe the individuals while the various
kinds of verbs describe relations between and actions involving the individuals. The structures
provided by these rules also allow us to define some useful terms for describing NP-positions
within the sentence: we call the preverbal NP the subject, the immediately postverbal NP the
object, and the one after that, if there is one, the second object (readers familiar with traditional
grammar may think that ditransitive verbs should have an ‘indirect object’, but we shall see in

later chapters that traditional grammar is seriously confused on this point).

. We now have a basis for trying to answer.our original question, which was what determines
how the meanings of the words in a sentence are to be combined into the meaning of the whole.
The answer we have arrived at is that it is their arrangement, as determined by phrase-structure
principles like those of (12) and (20). This answer is of course sketchy and incomplete (and will
remain so in innumerable respects), and raises a wide variety of further questions. In the next

sections of the chapter we will explore some of these.

12
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Questions

1. Guessing Structures:

Make a guess as to what the structures of the following sentences might be like. Don’t worry
about trying to produce a solid justification, but briefly state anything that strikes you as a good
reason for you decisions (the purpose of this exercise is to see if you can come up with a flash of

insight, not a real demonstration):
a) The girl talked to the boy with a radio.
b) The dog chased a cat up a tree.
¢) The small girl’s large dog chased the cat into the garden.

d) The fact that John finished the course amazed his friends.

2.2. Generative Grammars

The first thing we will do is sharpen up the details of how our account is supposed to work. A
general observation is that it is based on a conception of classification of words and groups of
words. There is first a classification of words into Word-classes, and then of certain kinds of
sequences of word classes into phrase-types. We will call both kinds of classes grammatical
categories. We take it as obvious that this classification cannot be derived from the sounds of the
words, and neither does it seem that it can be fully predicted from their meanings, so we have to

list the words belonging to each word class.

A list specifying the properties of each word (or of smaller morphological units) in a
language is called a lexicon. The lexicon is supposed to list all of the unpredictable semantic,
grammatical and phonological properties of each linguistic item. For the moment, we will
content ourselves with specifying the writien form of a word and its grammatical category.
Serious lexicons will be far more complex, and different in many respects, starting with the fact
they should specify phonemic rather than orthographic form. In our lexicons, we will write first
~ the form, then a colon, and then the grammatical category (plus additional information), finishing
up with a period. Here then is a sample lexicon covering some of the words used in the examples
above:

(22) a:Det.
the: Det.
this: Det.
that: Det.
dog: N.

cat: N.

13
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child: N.

bone: N.

grey: Adj.

brown: Adj.

large: Adj.

small: Adj.

barked: V.

ran: V;.

chased: V.

ate. V.

handed. V .

gave: Vi, Vi, Vi
Note that the last word, gave, is specified to belong to three grammatical categories.

The next component of our description is the structural formulas. Our presentation of these
in the previous section was in fact substantially incomplete, since the formulas didn’t contain
anything saying what they were formulas for—there was nothing in (12) saying that it was a
formula for NPs. The standard notation for doing this is to put the grammatical category being
described to the left, separated from the description by a rightward-pointing arrow. Hence we

replace (12) and (20) with:

23) v,
S - NP<V, NP
Vv, NP NP

i

NP — Det (Ad)* N
Rules like (23) are called phrase structure rules (PS rules), and together with the lexicon of
(22) they constitute a phrase structure grammar (PSG). The purpose of such a grammar is to

~provide a precise specification of what strings of words get what grammatical structures.

Since this grammar is fairly simple, it is probably obvious how it is supposed to produce
structures, but we will nonetheless present a more detailed account of how to do this, in order to
provide a firm basis for dealing with the more complicated grammars to come. The simplest way
to use a phrase-structure grammar to provide sentences with structures is to use it as a random

sentence and structure generator. A procedure for doing this is as follows.

We begin our structure by writing down S. Then we pick some rule that has S on the left of
the ‘—’ symbol, and write undemeath our S a sequence of symbols that fits the formula on the
right of *—°. If the rule contains no parenthesis-star or curly bracket notations, this will simply

be the sequence of symbols on the right of the rule. If the notations are present, we interpret them

14
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in the way we have already explained (this explanation could be made considerably more
rigorous, but I do not think that that would helpful at this point). We then draw a line from the S
node to each of these symbols, expressing the fact that they bear a special relationship to the S.

Since the grammar (23) contains only one rule with S on the left, this first step will always yield:

(24) S

e

NP A\ NP

This structure is the beginning of what is called a tree-diagram or a phrase-structure tree. The
positions occupied by symbols, where the lines meet, are called nodes, and the symbols
themselves are called the labels of the nodes they occupy. The nodes under S connected to it by
lines are called the daughters of S, and conversely, the S node is called their mother. Note that
the tree is upside down: The S node at the top is called the root, the daughterless nodes along the
bottom the leaves. This odd convention is standard in syntax. The tree so far gives the overall
structure of a sentence produced by the grammar. To develop it further we consider the leaves.

This is the usual convention in syntax.

There are two kinds of leaves: those designating word-classes (here V), and those
designating phrase-classes (here NP). We will attend first to the phrasal leaves. Each phrasal
leaf is developed, or expanded in the same way as the root S was, except that now we are
interested in rules with that phrase-symbol on the left, rather than S.

So we pick at random a phrasal leaf, say, the first NP, and write under it a sequence of
symbols fitting a rule with NP on the left, say, Det N. This extends our tree to:

(25) S
NP \Y NP
od X

Now we repeat the process with the remaining phrasal leaf, the second NP. When we
consult the NP rule for the second time are free to chose a different sequence of categories that

fits it, say, Det Adj N. Thus our tree expands to:

NP /V7$\NP
/N T

Det N Det Adj N

(26)

We finish developing the structure by attaching words from the appropriate word-class

under each remaining leaf (they are all non-phrasal), getting perhaps:
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NP v NP
/N L N
Det N saw Det Adj N

l

the girl the small dog

This last step is of course guided by the lexicon rather than the phrase-structure rules. A structure

is finished when its leaves are lexical items.

There is some widely used terminology that is applied to these tree structures, which it will
be useful to introduce now. First, a node a is said to dominate a node b if you can get from ato b
by going downward along the lines. Thus the root S dominates every node in (27), the first NP
dominates girl and the N directly over girl but not saw or small, while the second N does
dominate the word small, as well as the Adj over small, etc. We also think of nodes as
dominating themselves. The idea is that since one is already at the node, you can get 1o it by
taking a ‘null’ or ‘empty’ trip (this seems somewhat strange at first, but is a common kind of

move in mathematics, and turns out to be quite useful).

Given the concept of domination, we can say that a phrase is the string of words dominated
by some node. Thus in (27), the girl and the small dog are both phrases, since they are the strings
of words dominated by the first and second NPs, respectively. girl saw the on the other hand is
not a phrase, because there is no node that dominates exactly those words and no others (the S
dominates additional words beyond these, and none of the other nodes dominate all of them). Ifa
node dominates a string of words and doesn’t dominate any further ones, we say that it

exhaustively dominates the string.

This formal definition of ‘phrase’ is in conflict with the traditional usage of the term.
Traditionally, phrases are groups of words rather than single ones, and are furthermore not full
sentences (or clauses, which, as we shall see, correspond to portions of sentences dominated by
S). Therefore the term constituent is ofien used to refer to phrases as we have formally defined
them. Traditional phrases will then be constituents that are neither single words nor exhaustively
dominated by an S. Domination and related concepts appear pervasively in current theories about

syntax.

The random sentence-and-structure generation procedure presented above will produce
some sentences, and provide them with certain structures, but will not produce others. For
example, the the cat chased the dog won’t be produced, and neither will the other ungrammatical
sequences mentioned above. Itis thus reasonable to say that it defines a set of sentences, which is
called the set of sentences it generates, and also a set of structures, the set of structures it
generates (the term derives from an analogy (o the way in which equations are said to generate

lines, circles and other geometrical figures in Cartesian coordinate geometry). The grammar
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